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ABSTRACT

Machine-learning air pollution prediction studies are widespread worldwide. This study ex-
amines the use of machine learning to predict air pollution, its current state, and its expected 
growth in India. Scopus was used to search 326 documents by 984 academics published in 231 
journals between 2007 and 2023. Biblioshiny and Vosviewer were used to discover and visual-
ise prominent authors, journals, research papers, and trends on these issues. In 2018, interest 
in this topic began to grow at a rate of 32.1 percent every year. Atmospheric Environment (263 
citations), Procedia Computer Science (251), Atmospheric Pollution Research (233) and Air 
Quality, Atmosphere, and Health (93 citations) are the top four sources, according to the Total 
Citation Index. These journals are among those leading studies on using machine learning to 
forecast air pollution. Jadavpur University (12 articles) and IIT Delhi (10 articles) are the most 
esteemed institutions. Singh Kp's 2013 "Atmospheric Environment" article tops the list with 
134 citations. The Ministry of Electronics and Information Technology and the Department of 
Science and Technology are top Indian funding agency receive five units apiece, demonstrat-
ing their commitment to technology. The authors' keyword co-occurrence network mappings 
suggest that machine learning (127 occurrences), air pollution (78 occurrences), and air qual-
ity index (41) are the most frequent keywords. This study predicts air pollution using machine 
learning. These terms largely mirror our Scopus database searches for "machine learning," "air 
pollution," and "air quality," showing that these are among the most often discussed issues in 
machine learning research on air pollution prediction. This study helps academics, profession-
als, and global policymakers understand "air pollution prediction using machine learning" 
research and recommend key areas for further research.

Cite this article as: Ansari A, Quaff AR. Bibliometric analysis of Indian research trends in air 
quality forecasting research using machine learning from 2007–2023 using Scopus database. 
Environ Res Tec 2024;7(3)356–377.

INTRODUCTION

Annually, the deleterious effects of air pollution on the en-
vironment, human health, and the global economy render 
it a pervasive hazard with far-reaching implications for all 
individuals. According to the World Health Organisation, 
the annual number of preventable deaths caused by indoor 
and outdoor pollution exceeds seven million [1]. This phe-

nomenon can be attributed to the elevated mortality rates 
associated with various health conditions, such as stroke [2], 
coronary heart disease [3], chronic obstructive pulmonary 
disease [4], lung cancer [5], and acute respiratory infections 
[6, 7]. Furthermore, it is worth noting that in the year 2019, 
a significant majority of the global population, specifically 
99%, resided in geographical areas that failed to meet the air 
quality standards set out by the World Health Organisation 
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(WHO). Furthermore, as stated by the World Health Organ-
isation (WHO), the deleterious impacts of air pollution on 
the environment in Southeast Asia account for a staggering 
91% of avoidable fatalities in nations with lower and mod-
erate income levels. In a study conducted in 2013, led by the 
International Agency for Research on Cancer of the World 
Health Organisation, it was found that particulate matter 
components have been classified as carcinogenic to humans 
[8]. These components are believed to be the primary con-
tributors to the increasing prevalence of cancer, particularly 
lung cancer [9]. There is a need to enhance public knowledge 
regarding the development and dissemination of pollution 
maps that provide timely alerts for hazardous air pollutants.
In recent times, numerous noteworthy occurrences of natu-
ral and anthropogenic pollution have had severe detrimen-
tal effects on both human well-being and the ecological 
system [10–14]. The prevalent natural air pollutants in-
clude ozone (O3), sulphur dioxide (SO2), carbon monoxide 
(CO), particle matter (PM), and nitrogen dioxide (NO2). 
The primary sources of air pollution resulting from hu-
man activities encompass electricity generation, emissions 
from stationary vehicles, industrial emissions, agricultural 
emissions, emissions from home heating systems, including 
aquatic surfaces, cooking activities, and so forth. Multiple 
studies [9, 15, 16] have indicated that air pollution in any 
given place is influenced by both regional and international 
sources, as well as adjacent local sources. The levels of air 
pollution vary significantly across different locations as a 
result of variances in factors such as the quantity, composi-
tion, fuel type, emission control technology, and concentra-
tion of several sources. The temporal patterns of air pollut-
ant concentrations exhibit considerable fluctuation due to 
weather restrictions that vary on a daily, weekly, and yearly 
basis, as well as the presence of several sources. Various ma-
chine learning techniques have been employed in the do-
main of air pollution to forecast air pollution levels [17, 18], 
determine the sources of pollution [19, 20], and monitor air 
pollution [21–23], among other diverse applications.
Scholars employ a range of qualitative and quantitative 
methodologies in their literature reviews to evaluate and 
structure their texts and discoveries. Bibliometrics is a com-
monly employed method for assessing the existing state of 
knowledge on a certain subject [24–26]. This discipline 
offers a methodical, replicable, statistically rigorous, and 
transparent approach to conducting reviews. This approach 
involves utilising specific elements such as titles, abstracts, 
author names, journal names, keywords, affiliations, ref-
erences, and other relevant information sourced directly 
from academic databases, including but not limited to Sco-
pus and WoS. Consequently, the analysis derives the issues 
that have been examined, identifies the most prominent 
institutions and scholars, along with enduring patterns, 
detects shifts in the disciplinary parameters through time, 
and provides a comprehensive outlook on the topic. A sig-
nificant increase in bibliometric research has been observed 
across various academic areas, such as tourism [27], health 
and infection [28] and educational administration [29, 30]. 

In order to gain clarity and establish a clear direction for 
addressing the global problem of air pollution, it is neces-
sary to do a bibliometric study, as suggested by author [31]. 
Numerous bibliometric studies have been conducted in the 
past, exploring various aspects of air pollution. In the study 
conducted by author [32], an analysis was performed on a 
comprehensive dataset of global scientific papers pertain-
ing to pollution research spanning the years 2000 to 2016. 
The analysis encompassed both quantitative and qualitative 
aspects, allowing for a comprehensive understanding of the 
research landscape in this field. In their study, Kumar [33] 
performed an analysis encompassing all the studies on air 
pollution published in the Web of Science (WoS) database 
over the period from 2005 to 2014. In their study, M. Ku-
mar [34] undertake a thorough examination of the exist-
ing body of research pertaining to the health consequences 
associated with the exposure of young individuals to air 
pollution. Yang [35] conducted a comprehensive analysis of 
the existing literature pertaining to the factors contributing 
to air pollution throughout the period from 2006 to 2015. 
The authors conducted a bibliometric analysis of scholar-
ly works pertaining to respiratory health issues associated 
with outdoor air pollution [36]. Furthermore, a compre-
hensive analysis was conducted on several scholarly articles 
pertaining to the utilisation of machine learning techniques 
in the context of air pollution-related applications. Dogra 
[37] have undertaken a bibliometric examination of statisti-
cal forecasting and prediction methodologies pertaining to 
air pollution. The researchers employed the Markov chain 
and evolving trees methodologies to project forthcoming 
advancements in the study of significant air contaminants. 
Rybarczyk [38] conducted a comprehensive literature re-
view on the utilisation of machine learning in the context 
of air pollution. The study revealed that researchers tend to 
favour regression techniques for estimation purposes, while 
prediction applications commonly employ neural network 
algorithms and support vector machines. This finding un-
derscores the prevalent preferences within the research 
community regarding the selection of machine learning 
methods for addressing air pollution challenges. In their 
study, Guo [39] conducted a comprehensive search of the 
Web of Science database to identify all relevant scholarly 
articles. Subsequently, they employed CiteSpace 5.8.R1, a 
widely used software tool, to analyse various aspects such 
as countries, organisations, authors, keywords, and refer-
ences. The primary objective of this analysis was to identify 
prominent areas of research and emerging trends pertain-
ing to the application of artificial intelligence in the domain 
of air pollution. The purpose of this endeavour was to iden-
tify areas of concentrated activity and emerging trends in 
the field of artificial intelligence. The topic of predicting air 
pollution has been extensively investigated [40]. Statistical 
forecasting, numerical forecasting methodologies, and arti-
ficial intelligence were employed to classify the forecasting 
models. Most studies that employ time-series and machine 
learning techniques to predict air quality commonly utilise 
multilayer neural networks. However, it is worth noting 
that these networks were originally designed for tasks other 
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than time-series modelling [41, 42]. The utilisation of ma-
chine learning and time series analysis in the prediction of 
air quality has been investigated by researchers. There have 
been proposed methodologies utilising data-driven tech-
niques for the purpose of predicting air pollution levels. 
Zong [43] propose a methodology that integrates meteoro-
logical features and air quality data to develop a predictive 
model for air quality with a lead time of two days. In 2019, 
Cabaneros [44] conducted a comprehensive assessment of 
139 research articles pertaining to the prediction and es-
timation of ambient air pollution levels. P. Guo [45] con-
ducted a comprehensive analysis of the research landscape 
pertaining to construction dust, including its distribution, 
emerging fields of investigation, and potential avenues for 
future study, utilising the CiteSpace programme. The prima-
ry objective of this study was to examine scholarly articles 
published in the Web of Science (WoS) database from 2010 
onwards, with a specific emphasis on those that addressed 
the subject of "construction dust." The study presents an 
analysis of many properties of these publications, includ-
ing their quantity trend, quality, author cluster, related in-
stitution, and journal category. Additionally, the analysis 
includes article co-citation and keyword co-occurrence. A 
bibliometric analysis was conducted using CiteSpace 5.7.R3 
to examine literature related to ozone pollution in the Web 
of Science (WoS) database [46]. The authors have reached 
the conclusion that significant emphasis has been placed on 
elucidating the mechanism of ozone formation and source 
allocation, characterising ozone pollution, modelling ozone 
dispersion at various scales, and assessing the risks posed to 
humans and plants due to short- and long-term exposure. 
However, it is necessary to conduct a comprehensive quan-
titative analysis of various academic articles that cover all 
potential domains where machine learning methods might 
be employed for addressing air pollution. This study con-
ducts a bibliometric analysis of the existing research on "Air 
Pollution Prediction Using Machine Learning" with the aim 
of providing valuable recommendations for future studies 
and practical applications.
To the best of the author's knowledge, a limited number 
of scholars have utilised the WoS database for conducting 
bibliometric evaluations pertaining to the domains of air 
pollution and machine learning for global research. Several 
studies have been conducted on air pollution prediction us-
ing machine learning approaches [47–49]. Nevertheless, it is 
important to acknowledge that the Scopus database has not 
been employed in any bibliometric assessments pertaining 
to this subject matter. Additionally, there is no documented 
evidence of any researcher utilising bibliometric analysis to 
study machine learning techniques for the specific objective 
of air quality prediction from an Indian perspective.
The primary aim of this research is to acquire a full com-
prehension of the utilisation of machine learning method-
ologies in the examination of air pollution. The researchers 
conducted an analysis of the literature available in the Sco-
pus online database, focusing on subject categories, article 
volumes, and journal kinds. This analysis aimed to obtain 

a thorough grasp of the current status of progress in the 
field. The aforementioned documents were exported to the 
VOSviewer and Biblioshiny applications for the purpose of 
analysis. Through the establishment of collaborative part-
nerships among nations, authors, and institutions, we have 
successfully recognised worldwide research needs and fos-
tered cooperative linkages. This study enables air pollution 
experts to realise the following different research questions: 
(i) Has there been an increase or reduction in research on 
the prediction of air pollution using machine learning? (ii) 
What is the annual growth rate of scholarly papers on this 
issue? (iii) What are the essential terms associated with the 
topic of "air pollution and machine learning" as identified 
in the existing literature? (iv) How do distinguished scien-
tists collaborate with each other? Which academic journals 
and universities have the most significant impact? The re-
maining sections are categorised as follows: The subsequent 
section provides a comprehensive discussion of both the 
materials used and the processes employed. The findings of 
the bibliometric analysis conducted using VOSviewer and 
biblioshiny are presented and analysed in the third section 
of this study. The study concludes in Section 4, wherein 
prospective areas for further research are also highlighted.

MATERIALS AND METHODS

In recent years, there has been a notable surge in the vol-
ume of research undertaken within technical disciplines. 
As a result of this phenomenon, the effort of staying abreast 
of the pertinent literature pertaining to a specific field is 
becoming more challenging. The aforementioned require-
ment calls for the development of quantitative bibliometric 
approaches that possess the capability to effectively handle 
extensive volumes of data, identify the most influential 
publications, and reveal the fundamental structure of the 
field [50]. These methodologies should possess the capabil-
ity to effectively manage and process large volumes of data. 
We conducted a comprehensive review of the existing lit-
erature on the application of machine learning in air pol-
lution forecasting, with a focus on identifying trends and 
key factors influencing this subject. To accomplish this, we 
employed the bibliometric approach proposed by Garfield 
[51]. The aforementioned technique was employed by our 
research team. Zupic [52] assert that bibliometric methods 
employ a quantitative approach to classify, evaluate, and 
monitor published research. The purpose of this endeavour 
is to implement a systematic, clear, and replicable process 
for conducting reviews, with the ultimate goal of enhancing 
the overall quality of the reviews. Scholars sometimes find it 
beneficial to derive their conclusions from a corpus of accu-
mulated bibliographic data provided by fellow academics in 
the discipline who express their perspectives through writ-
ten works, citations, and collaborative efforts. Scholars use 
this methodology to draw conclusions. In contrast to the 
research conducted on air pollution projections utilising 
machine learning techniques, bibliometrics has been exten-
sively employed in many disciplines, including administra-
tion, biology, nutrition, engineering, and various medical 
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specialties. As a result of this, a search was done on Au-
gust 7, 2023, in the Scopus database using a Boolean search 
strategy to identify pertinent literature published through-
out the timeframe of 2007 to 2023. To determine the key-
words for the present study, the research team utilised their 
own pre-existing expertise on the subject matter, as well as 
previously conducted research, keyword analysis of specific 
databases, and assessment of relevant studies conducted in 
other locations. The search queries include [TITLE-ABS-
KEY ("air pollution" OR "air quality") AND TITLE-ABS-
KEY ("prediction" OR "forecasting") AND TITLE-ABS-
KEY ("machine learning" OR "artificial intelligence")] with 
the longest period permitted by the database to encompass 
all possible articles. Zupic [52] conducted a process of se-
lecting and importing relevant texts from a database using 
biblioshiny, a web interface designed for the bibliometrix 
programme. In order to assess subtle distinctions, an exam-
ination was conducted on the most reliable Indian schol-
arly publications within the English-language domains of 
Article, Review, Conference Paper, Conference Review, 
and Book Chapter. The results were organised based on the 
number of citations, resulting in a total of 326 instances. 
Figure 1 shows a flow chart diagram for the collection of 
literature (identification, screening, and eligibility).

VOSviewer has also performed document analysis to en-
hance the comprehensibility of network diagrams and 
overlay diagrams. The methodology incorporates perfor-
mance assessment and science mapping as key components 
[53–56]. As a component of performance analysis, scholar-
ly publications are scrutinised with respect to the authors, 
countries, and institutions involved. In contrast, science 
mapping uses bibliometric approaches to identify and 
analyse patterns within the realm of scientific study. The 
review articles by Abafe [31] and Velasco-Muñoz [50] con-
tribute quantitative rigour to the assessment of subjective 
literature judgements and provide empirical evidence for 
theoretically defined categories. The following indicators 
were specifically examined: (i) A comprehensive summary 
encompassing pertinent information such as important de-
tails, annual scientific output, and the annual average of ci-
tations (ii) Various sources, including those commonly ref-
erenced within a certain locality, the most relevant sources, 
and the impact of sources The focus of this inquiry is on 
the primary relationships and their evolutionary progres-
sion. (iiib) The analysis also focuses on authors, including 
their relevance to the topic, the frequency of citations re-
ceived locally, the impact they have had on the field, and 
their productivity over a period of time. In this section, we 
will discuss the study of author keyword cooccurrence, the 
identification of the most commonly used terms, and the 
examination of trending issues. The corpus comprises var-
ious texts, including those that have garnered the highest 
number of citations on national scales.

In this study, S-curve analysis was utilized to show how 
the work changed over time. Several modeling approaches 
have been used to forecast the future of invention. However, 
researchers have used the S-curve to predict technological 

advancements [15, 57], and inventions and technologies 
typically follow it. The four stages of a technical structure's 
transformation can be simulated using an S-curve simula-
tion: emergence, growth, maturity, and saturation or decline 
[58]. Using S-curve analysis, we could conduct a quantita-
tive study on the prediction of air quality in the future us-
ing a variety of machine learning models. We employed the 
logistic model, where k and an act as the determinants of 
the shape of the curve, and x denotes the time bucket. An 
analysis of variance (ANOVA) and an independent t-test 
were conducted in order to look into the study's potential 
implications further.

RESULTS AND DISCUSSIONS

Descriptive Analysis
The dataset, which spans the years 2007 to 2023 and is de-
rived from 231 sources, including books and journals, is 
shown in Table 1 and has a total of 326 documents. The 
figures show a strong yearly growth rate of 32.1% over this 
time period. The dataset's documents are 1.74 years old on 
average and have 6.911 citations on average per document. 
The total number of references cited in all papers is 9053. 
The dataset includes a wide range of information in terms of 
content. To classify and describe the papers, 1746 keywords 
and 808 author-specific keywords were included. Only six 
of the 984 authors in the sample contributed to documents 
with a single author. The data also shows a trend towards 
author collaboration, with 3.6 co-authors on average per 

Figure 1. Flow chart diagram for the collection of literature 
(identification, screening, and eligibility).
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document. The percentage of international co-authorships 
in collaborations is about 14.42%. The dataset has 133 arti-
cles (41%), 22 book chapters (7%), 161 conference papers 
(49%), and 10 reviews (3%), among other document types. 
The various document types employed in the study are 
shown in Figure 2a. The dataset's multidisciplinary nature 
and its ability to contribute to numerous fields of study are 
reflected in the wide variety of document formats. Overall, 
the dataset offers a thorough selection of academic papers 
that span a wide range of topics and exhibit notable devel-
opment and collaboration within the academic community.

Figure 2b displays the annual number of papers published 
along with the publication patterns from 2007 to 2023. An 
intriguing pattern of intellectual activity can be seen in the 
distribution of articles over several years. There were few or 
no publications published in the years from 2007 to 2012, 
indicating a comparative lull in activity. However, in later 
years, this pattern changed. A single essay published in 2013 
served as the catalyst for a revitalised scholarly production. 
Three articles in 2015 helped the momentum pick up, and 
two pieces each in 2016 and 2017 helped it continue to gain 
ground. The genuine uptick started in 2018 with six articles, 
then increased significantly in 2019 with 27 articles. With 
49 articles, the year 2020 saw a notable increase in scholarly 
contributions; this trend continued into the next year, 2021, 
with 58 articles. The maximum number of articles—91—
was recorded in 2022, marking the peak of this expansion. 
While 2023 saw a small decline with 86 publications, the 
overall trend highlights a tremendous uptick in research 
activity, indicating a vibrant and alive environment for aca-
demic inquiry and information sharing.

S-Curve Analysis of Publications
Figure 2c shows S-curve plot of cumulative publication 
over time. Using a logistic growth model, the investigation 
sought to simulate the growth of total articles from 2007 
to 2023. The parameters of this model, which give infor-
mation about publication trends, stand for the carrying 
capacity (K), the growth rate (a), and the inflection point 
(t0). Estimates of these parameters were obtained by fit-
ting the logistic function to the data. The carrying capacity 
(K) was roughly estimated at 468.21, reflecting the highest 
publishing level at which the model converges. It was cal-
culated that the growth rate (a), which represents the speed 
at which publications approach the carrying capacity, is 
approximately 0.7790. The transition year into a phase of 
more rapid growth, designated as the inflection point (t0), 
was determined to be about 2021.94. The coefficient of de-
termination (R2) was calculated to assess the model's per-
formance, yielding a value of about 0.9992. This R2 score 
implies that the logistic growth model fits the observed 
data with extraordinary strength. The logistic growth mod-
el's high R2 value suggests that it accurately represents the 
trends in cumulative publications throughout the select-
ed years. The analyses' deep understanding of how publi-
cations grow over time makes it easier to understand the 
patterns and trends in academic work over the time period 
that was looked at.

Most Influential Journals
Table 2 provides a list of variables related to several air 
pollution journals and the metrics they are associated 
with. There is information on the starting year (PY_start), 
total number of citations (TC), number of articles (NP), 
g-index, h-index, and m-index. The top 10 most perti-
nent sources out of 231 sources, as determined by the total 
number of documents, are an indication of their signifi-
cant contributions to their respective disciplines. Leading 
this compilation is "Lecture Notes in Networks and Sys-
tems," a noteworthy source with 12 pages, a strong h-in-
dex of 3, an excellent g-index of 5, a significant m-index 
of 0, and a total of 30 citations since it was first published 
in 2020. Similar to "Lecture Notes in Electrical Engineer-
ing," which started its significant journey in 2020, "Lecture 
Notes in Electrical Engineering" stands out with 7 docu-
ments, an h-index of 2, a respectable g-index of 3, and a 
balanced m-index of 0.5. Since its debut in 2018, "Proce-
dia Computer Science" has maintained its position with 
six documents, as evidenced by astounding h-index and 
g-index totals of 6, a notable m-index of 1, and a note-
worthy citation total of 251. Furthermore, with 6, 6, and 
5 documents each, journals like "Advances in Intelligent 
Systems and Computing," "Environmental Monitoring 
and Assessment," and "Communications in Computer 
and Information Science" continue to be important sourc-
es that offer insightful information in their fields. Not to 
be disregarded, "Atmospheric Pollution Research," "At-
mospheric Environment," "Air Quality, Atmosphere, and 
Health," and "Journal of Cleaner Production," each with 4, 
3, 3, and 3 papers, strengthen their places as key sources, 

Table 1. Main information about data

Description Results

Timespan 2007:2003

Sources (Journals, Books, etc) 231

Documents 326

Annual growth rate % 32.1

Document avarage age 1.74

Average citations per doc 6.911

References 9053

Keywords plus 1746

Author’s keywords 808

Authors 984

Authors of single-authored docs 6

Single-authors per doc (collabration) 6

Co-authors per doc (collabration) 3.6

International co-authorships % 14.42

Article 133

Book chapter 22

Conference paper 161

Review 10
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Figure 2. (a) Document type. (b) Annual scientific publication distribution. (c) S-curve plot of cumulative publication over time.

(a)

(b)

(c)
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encouraging a comprehensive awareness of relevant top-
ics. The top 10 sources, ranked by the quantity of docu-
ments published, are shown in Figure 3a.
Similar to Table 2, Table 3 lists a variety of elements related 
to several air pollution journals and their related metrics. 
The starting year (PY_start), overall number of citations 
(TC), total number of publications (NP), and g-, h-, and 
m-indices are all given. The summary provides a brief over-
view of the top 10 sources (out of 231) according to the 
Total Citation (TC) index, which rates them according to 
their local influence. "Atmospheric Environment" is in first 
place with a respectable TC index of 263, closely followed 
by "Procedia Computer Science" with 251 citations and "At-
mospheric Pollution Research" with 233 citations. While 
"Plos One" and "Journal of Cleaner Production" show sig-
nificant local impact with 83 and 62 citations, respectively, 
"Air Quality, Atmosphere, and Health" maintains its domi-
nance with 93 citations. With 51 citations, "Sensors and Ac-
tuators, B: Chemical" is next, followed by "Proceedings of 
the International Conference on Inventive Communication 
and Computational Technologies, ICICCT 2018," "Environ-
mental Science and Pollution Research," and "Sensors and 
Actuators, B: Chemical," which each have 48. Last but not 

least, the regional influence is mirrored by the "Journal of 
Ambient Intelligence and Humanised Computing," with 46 
citations. Together, these sources demonstrate their power 
within their spheres of expertise and make a substantial im-
pact on the academic scene. According to the Total Citation 
(TC) index, Figure 3b displays the top 10 sources that have 
the most influence.

Anova Analysis
We used an analysis of variance (ANOVA) to investigate 
differences in the mean total citations (TC) across vari-
ous document formats (Table 4). A statistical test called 
ANOVA identifies significant mean differences between 
many groups or categories. Our goal was to determine 
whether there is a discernible difference between pub-
lication document categories and the mean TC. The 
results of our ANOVA show a significant difference in 
mean TC between various document categories. The 
calculated F-statistic, which is roughly 3.12, measures 
how much the TC means vary from type to type of doc-
ument. If the variability within each group is compared 
to the F-statistic, the difference between group averages 
is likely to be more evident. Additionally, the accom-
panying p-value, which is roughly 0.0264, is crucial in 

Table 2. Number of publications (NP), total citations (TC), publication year (PY)

Most relevant sources NP h_index g_index m_index TC PY_start

Lecture notes in Networks and Systems 12 3 5 0.75 30 2020

Lecture notes in Electrical Engineering 7 2 3 0.5 11 2020

Procedia Computer Science 6 6 6 1 251 2018

Advances in Intelligent Systems and Computing 6 2 2 0.4 7 2019

Environmental Monitoring and Assessment 6 2 2 1 7 2022

Communications in Computer and Information Science 5 1 2 0.25 6 2020

Atmospheric Pollution Research 4 4 4 0.444 233 2015

Atmospheric Environment 3 3 3 0.273 263 2013

Air Quality, Atmosphere and Health 3 2 3 0.4 93 2019

Journal of Cleaner Production 3 3 3 1 62 2021

Table 3. Sources local impact by total citation (TC) index

Sources local impact by total citation (TC) index TC h_index g_index m_index NP PY_start

Atmospheric Environment 263 3 3 0.273 3 2013

Procedia Computer Science 251 6 6 1 6 2018

Atmospheric Pollution Research 233 4 4 0.444 4 2015

Air Quality, Atmosphere and Health 93 2 3 0.4 3 2019

Plos One 83 1 1 0.143 1 2017

Journal of Cleaner Production 62 3 3 1 3 2021

Sensors and Actuators, B: Chemical 51 1 1 0.25 1 2020

Proceedings of the International Conference on Inventive 
Communication and Computational Technologies, ICICCT 2018 48 1 1 0.167 1 2018

Environmental Science and Pollution Research 46 2 2 0.5 2 2020

Journal of Ambient Intelligence and Humanized Computing 46 2 2 1 2 2022
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proving statistical importance. It denotes how likely it is 
that such large mean discrepancies will arise simply by 
chance. The null hypothesis is strongly refuted when the 
p-value is appreciably small (usually below the selected 
significance level, frequently set at 0.05). The extremely 
small p-value in this case clearly suggests that random 
chance is extremely unlikely to account for the observed 
mean discrepancy. As a result, our ANOVA results clear-
ly show that the mean number of citations (TC) for dif-
ferent types of documents is different. This finding has 
consequences for scholars and decision-makers, high-
lighting the need to take document type into account 
when evaluating and interpreting citation data. The 
necessity for careful examination is highlighted by the 
possibility that various publication types would exhibit 
distinctive citation behavior patterns.

T-Test Analysis
To determine whether there is a statistically significant dif-
ference in securing citations between open access and sub-
scription journals, a t-test was used in this investigation. 
The alternative hypothesis (H1) proposed that there is a ma-
jor distinction, whereas the null hypothesis (H0) asserted 
that there is no significant difference. The t-test produced a 
t-statistic of around 2.2742 and a corresponding p-value of 
roughly 0.0236 when using an alpha level (or threshold) of 
significance (0.05) as the reference point. According to the 
interpretation of these results, open access and subscription 
publications secure statistically significantly fewer citations 
than each other. In particular, the p-value of 0.0236 is less 
than the chosen level of significance. This means that it is 
not likely that the changes seen in the number of citations 
between these types of journals are just random. As a result, 

Figure 3. (a) Most relevant sources. (b) Sources local impact by total citations (TC). 

(a)

(b)

Table 4. ANOVA analysis

Source Sum of squares Df Mean square F Sig.

Between groups 2596.517 3 865.5056 3.115282 0.02642

Within groups 89459.9 322 277.8258

Total 92056.42 325
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we have enough statistical data to reject the null hypothesis 
and confirm that the availability of a journal (open access 
or subscription) has a significant impact on the number of 
citations it receives. It is important to recognize that even 
though statistical significance has been demonstrated, there 
may still be practical disparities in situations that occur in 
real life. We are unable to firmly declare these practical dis-
tinctions, however, in light of the conducted study and data. 
In conclusion, the t-test results strongly imply that there is 
a statistically significant difference in citation rates between 
open access and subscription journals.

We also performed a t-test in this analysis to assess whether 
there is a statistically significant difference in the number 
of citations received for various document types, including 
articles, conference papers, conference reviews, reviews, 
and book chapters. In contrast to the null hypothesis (H0), 
which claimed there is no significant variation in the num-
ber of citations received among different document cate-
gories, the alternative hypothesis (H1) stated that there is a 
substantial difference in citation counts. After applying the 
t-test to all pairwise comparisons of document categories, 
we found that the p-values for each pairwise comparison 
were all greater than the conventional significance level of 
0.05. Because we were unable to reject the null hypothe-
sis for any of the comparisons, it is clear that there is no 
statistically significant difference in the number of citations 
obtained between any of the document categories included 
in this research. Conclusion: Based on our data, the number 
of citations a publication receives is not significantly influ-
enced by the form of document it picks, be it an article, con-
ference paper, review, book chapter, or another kind. The 
number of citations for academic work appears to be unaf-
fected by the kind of article writers and researchers choose, 
giving them peace of mind.

Authors
According to Indian Perspective, a total of 984 authors con-
tributed 326 publications to the study on machine learn-
ing-based air quality prediction. A graph of author pro-
ductivity using Lotka's law is shown in Figure 4a, which 
illustrates how authors contribute to the generation of doc-
uments. It demonstrates that, in line with Lotka's distribu-
tion pattern, the majority of authors (87.7%) have created 
just one document, while fewer authors have written more. 
For example, 7.7% of authors produced two documents, 
and lower percentages (1.5%) created three to seven doc-
uments. This pattern demonstrates a concentrated contri-
bution from a small number of authors, which exemplifies 
Lotka's Law [59].

According to the number of documents, Table 5 identifies 
the top 10 authors, and Figure 4b also shows an analysis of 
their output. The summary offers information about vari-
ous writers' publication histories. With 15 papers, Kumar 
A emerges as the most prolific author, followed by Singh S 
with 7. Six articles each have been submitted by Roy S, Shar-
ma S, Dutta M, Gupta S, Kapoor NR, Kumar P, Marques G, 
and Middya AI. The dataset receives a significant amount of 

work from these writers that covers a wide range of issues 
and topics.

Figure 4c shows the total number of citations and the local 
effect of the author. The synopsis is a list of local citations 
for different authors. With 12 local citations apiece, Mid-
dya AI, Nath P, and Roy S have strong local recognition. 
Thomas B. and Babu S. come in second and third, with nine 
local citations each. With seven local citations, Bhosale A, 
Gokul PR, Matthew A, and Nair AT have had a significant 
local influence. Four local citations from Dilliswar Reddy 
P. bring up the rear of the list. Collectively, these authors 
demonstrate varying degrees of regional sway, which adds 
to the dataset's varied intellectual contributions.

Figure 4d displays the top 10 most productive authors from 
2007 to 2023. The overview provides a thorough look at the 
production data for the top 10 authors throughout time. 
The size of the bubbles represents the volume of published 
materials. A small one stands in for one publication, and 
a large one for two. The number of citations every year is 
directly related to the colour intensity. Notably, in 2020 and 
2022, writers like Dutta M. received citations with different 
total citation counts (TC) and TC per year ratios. Similar 
to this, authors like Kapoor NR received citations in 2022 
and 2023, while Gupta S witnessed high citation activity 
in 2013. Citations for Kumar A increased significantly in 
2022 and 2023, indicating an expanding effect. Between 
2020 and 2022, Kumar P received citations, and in 2022, 
Marques G and Middya AI both received a significant num-
ber of citations. While Sharma S's work received citations 
over the years, Roy S's work received citations in 2022 and 
2023. The number of citations for Singh S peaked in 2019, 
and sporadic activity persisted in the following years.

Distribution of the Most Productive Affiliation
The most pertinent affiliations and associated article counts 
of Indian research institutions are shown in Figure 5. No-
tably, Jadavpur University's computer science and engi-
neering department in Kolkata takes the top spot with 12 
articles, indicating its prodigious research output. With 10 
articles, the Indian Institute of Technology Delhi's centre 
for atmospheric sciences has a commanding position and 
demonstrates extensive research activity. Additionally, Sri 
Sivasubramaniya Nadar College of Engineering and the 
department of computer science and engineering at the 
National Institute of Technology Durgapur, both of which 
have seven articles each, are highlighted for their important 
contributions to the subject. The department of computer 
science and engineering at Koneru Lakshmaiah Education 
Foundation, the University of Engineering & Management 
in Kolkata, the department of computer science and engi-
neering at Sathyabama Institute of Science and Technology, 
the department of information science and engineering at 
M S Ramaiah Institute of Technology, the applied cognitive 
science lab at Indian Institute of Technology Mandi, and 
the department of inf This collection of several institutions 
highlights their significant contributions to India's comput-
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Figure 4. (a) Author productivity through Lotka’s law. (b) The top ten most relevant authors. (c) Author local impact. (d) Top 
author’s production from 2007–2023.

(a)

(b)

(c)

(d)
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er science and engineering fields.

Most Global Cited Documents
Understanding how this research stream has developed 
requires finding the articles that have contributed to the 
machine learning-based air quality forecast from an Indi-
an perspective. Similar to this, using machine learning to 
study the patterns of citations in air pollution prediction 
may offer important suggestions about the direction of 
future research. Each of the 326 documents, with an aver-
age age of 1.74, that were part of the analysis averaged 6.91 
citations. The top 10 documents, as shown in Table 6 and 
Figure 6a, have had a substantial impact in their respective 
domains and have received broad notice and recognition 
for their contributions. The article by Singh Kp from 2013, 
which was published in "Atmospheric Environment," is at 
the top of the list with 134 citations. Following closely after 
with 103 citations is the paper by Mishra D., which was also 
published in "Atmospheric Environment" in 2015. Krishan 
M.'s research on "Air Quality, Atmosphere, and Health" re-
ceived 91 citations in 2019. The study by Doreswamy from 

2020, which has an impressive 79 citations, is presented in 
"Procedia Computer Science," strengthening the list even 
more. The 2015 publication of Mishra D's study in "Atmo-
spheric Pollution Research" received 63 citations and made 
a notable impact on the subject. It is clear that Rubal's ar-
ticle in "Procedia Computer Science" in 2018 had a signifi-
cant impact because it was mentioned 54 times. 51 citations 
support the importance of Acharyya S's article from "Sen-
sors and Actuators, B: Chemical" from 2020. With Ayele 
Tw's work obtaining 48 citations, "Proceedings of the In-
ternational Conference on Inventive Communication and 
Computational Technologies (ICICCT) 2018" is added to 
the list. Masood A's work from 2021 was cited 46 times in 
"Journal of Cleaner Production," whereas Amuthadevi C's 
paper from 2022 has been quoted 39 times in "Journal of 
Ambient Intelligence and Humanised Computing." These 
widely cited papers serve as an example of the influence that 
research has on the greater scientific community and has 
had on the development of their respective subjects.

Most Local Cited Documents
The top 10 articles that are locally cited most frequently 
are shown in Table 7 and Figure 6b. There are 11 local cita-
tions for "Mahalingam U's" 2019 submission to the Inter-
national Conference on Wireless Communications, Signal 
Processing, Networking, and WISPNET. Similar to this, 
Ayele Tw's article from the 2018 International Conference 
on Inventive Communication and Computational Technol-
ogies (ICICCT) has gotten nine local citations, highlighting 
its influence in that particular community. Pasupuleti Vr's 
work from the 2020 International Conference on Advanced 
Computing and Communication Systems (ICACCS) has 
also received seven local citations, demonstrating its im-
portance in the neighbourhood. A total of four local cita-
tions have been made for "Yarragunta S's" contribution to 
the 2021 International Conference on Intelligent Comput-
ing and Control Systems (ICICCS). Three local citations 
have been awarded to Sur S's work at the IEEE Internation-
al Conference on Convergence in Engineering (ICCE), and 

Figure 5. Most relevant affiliations.

Table 5. The top ten leading authors on machine learning-based 
air pollution prediction

Authors Articles Articles  
  fractionalized

Kumar A 15 3.45

Singh S 7 2.17

Roy S 6 2.03

Sharma S 6 1.51

Dutta M 5 1.67

Gupta S 5 1.33

Kapoor NR 5 0.93

Kumar P 5 1.07

Marques G 5 1.67

Middya AI 5 1.53
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Figure 6. (a) Documents citation: Top 10 most global cited documents. (b) Documents citation: Top 10 Most local cited documents.

(a)

(b)

Table 6. Top 10 most global cited documents

Paper DOI Total TC per Normalized Ref 
  citations year TC

Singh Kp, 2013, Atmos Environ 10.1016/j.atmosenv.2013.08.023 134 12.18 1.00 [60]

Mishra D, 2015, Atmos Environ 10.1016/j.atmosenv.2014.11.050 103 11.44 1.75 [61]

Krishan M, 2019, Air Qual Atmos Health 10.1007/s11869-019-00696-7 91 18.20 8.87 [62]

Doreswamy, 2020, Procedia Comput Sci 10.1016/j.procs.2020.04.221 79 19.75 5.77 [63]

Mishra D, 2015, Atmos Pollut Res 10.5094/APR.2015.012 63 7.00 1.07 [64]

Rubal, 2018, Procedia Comput Sci 10.1016/j.procs.2018.05.094 54 9.00 1.71 [65]

Acharyya S, 2020, Sens Actuators, B Chem 10.1016/j.snb.2020.128484 51 12.75 3.72 [66]

Ayele Tw, 2018, Proc Int Conf Inventive 
Commun Comput Technol, Icicct 10.1109/ICICCT.2018.8473272 48 8.00 1.52 [67]

Masood A, 2021, J Clean Prod 10.1016/j.jclepro.2021.129072 46 15.33 8.42 [68]

Amuthadevi C, 2022, J Ambient Intell 
Humanized Comput 10.1007/s12652-020-02724-2 39 19.50 15.70 [69]
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three local citations have been awarded to Simu S's paper 
that was presented at the IEEE Bombay Section Signature 
Conference (IBSSC) in 2020. " Two local citations for Singh 
Jk's work from the International Conference on Advanced 
Computing and Communication Systems (ICACCS) in 
2021 attest to its importance in the neighbourhood. Similar 
to Pant A, Tripathy A's work at the International Confer-
ence on Smart Generation in Computing, Communication, 
and Networking (Smart Gencon) in 2021 received two local 
citations, as did Pant A's contribution to the International 
Conference on Advanced Computing Technology and Ap-
plications (ICACTA) in 2022. Last but not least, Nandini 
K.'s article won two local citations for its presentation at 
the 2019 International Conference on Advanced Technol-
ogy, Intelligent Control, Environment, Computing, and 
Communication Engineering (ICATIECE). These locally 
referenced works indicate their significance within certain 
geographical contexts and reflect their influence on the re-
gional academic scene.
The Local Citations to Worldwide Citations Ratio (LC/GC 
Ratio) is a useful indicator that illustrates how important 
documents are in relation to one another in local contexts 
versus on a worldwide scale. This ratio shows how much 
of a document's influence is felt locally or regionally com-
pared to how much of an impact it has globally. A lower 
ratio means that the text's influence is more evenly spread 
across local and international audiences, whereas a great-
er LC/GC Ratio indicates that the work holds considerably 
more relevance within its local community than its glob-
al recognition. We can see that the LC/GC Ratios for each 
document differ when we look at the examples that have 
been given. For instance, "Tripathy A's" paper from the 2021 
International Conference on Smart Generation in Comput-
ing, Communication, and Networking (Smart Gencon) has 
a remarkable LC/GC Ratio of 100.00%, indicating that this 
paper's impact is solely local and all of its citations are from 
the same local community. However, "Pasupuleti Vr's" work 
from the International Conference on Advanced Comput-
ing and Communication Systems (ICACCS) in 2020 has an 
LC/GC Ratio of 38.89%, indicating that it keeps a signifi-
cant local effect while also attracting attention on a global 
level. The LC/GC Ratio aids in comprehending the docu-
ment's reach and resonance throughout distinct academic 
communities and offers a nuanced view on the value of re-
search within particular contexts.

Analysis and Co-Occurrence Network of Keywords
The co-occurrence of 808 author keywords was examined 
in order to use machine learning to highlight the research 
hotspots in the air pollution forecast area. The top 10 author 
keywords, along with the number of times each term ap-
peared, are shown in Figure 7a. Notably, the term "machine 
learning" is mentioned 127 times, indicating its importance. 
The term "air pollution" appears 78 times, showing that it is 
frequently brought up. 41 times, the term "air quality in-
dex" is mentioned, most likely in connection with tracking 
and rating air quality. Both "air quality" and "deep learning" 
occur 32 times, indicating an emphasis on enhancing air 

quality and utilising cutting-edge machine learning meth-
ods. 29 instances of the word "prediction" are present, pre-
sumably indicating a focus on predictive modelling. There 
are 23 references to "LSTM," a type of neural network that 
may be related to time-series analysis. The terms "forecast-
ing" and "random forest" both appear 22 times, indicating 
that both methods are probably used in air quality investi-
gations. Finally, the phrase "air quality index (AQI)" is cited 
18 times, referring to a particular metric usually brought up 
while discussing how to assess air quality.

The VOSviewer co-occurrence analysis demonstrates 
significant partnerships between authors' terms in the 
fields of air pollution, air quality, machine learning, fore-
casting, and related topics [54]. 50 of the 808 keywords 
meet the requirement of having at least five occurrenc-
es. These terms serve as hubs for study and informa-
tion sharing in the field. Figure 7b depicts the author's 
Keywords as a co-occurrence network, and Figure 7c 
displays a co-occurrence overlay network. The number 
of times the highlighted terms appeared in the text was 
represented by the size of the circles. The larger the circle, 
the more the author's keyword has been co-selected in 
the literature on air pollution prediction. The distances 
between the elements of each pair were used to visually 
show the similarity and relative intensity of each topic. 
Different phrase clusters were given different circle co-
lours. 78 instances and a total connection strength of 
170 support the research on "air pollution," which is an 
important issue. This subject includes a number of dif-
ferent elements, including "air pollution forecasting," 
"monitoring," "prediction," and "particulate matter." The 
terms "air quality" and its different aspects, such as "air 
quality index (AQI)," "indoor air quality," and "PM2.5," 
highlight how crucial it is to comprehend and improve 
air quality. With a startling 127 occurrences and a total 
connection strength of 260, machine learning appears to 
be a crucial technology. It is a crucial tool for tackling the 
problems caused by air pollution. The use of cutting-edge 
algorithms in the analysis and forecasting of air quali-
ty trends is highlighted by terms like "deep learning," 
"LSTM," "random forest," "regression," "support vector 
machine (SVM)," and "XGBoost". Interdisciplinary fields 
are included in collaborative initiatives as well. The terms 
"artificial intelligence," "internet of things (IoT)," "smart 
city," and "COVID-19" show how technology advance-
ment, urban growth, and public health connect. Addi-
tionally, techniques like "time series forecasting" and 
"ensemble learning" show that academics are focused on 
reliable model performance and precise forecasts. The 
VOSviewer co-occurrence analysis highlights a dynamic 
network of author keyword collaborations, highlighting 
the complicated interplay between air pollution research, 
machine learning, data analysis methods, and rising 
trends like IoT. These partnerships promote information 
transfer and development, which eventually helps people 
make well-informed decisions and find solutions to ur-
gent environmental problems [79].
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Figure 7. (a) Co-occurrence network of top 10 most relevant authors keywords. (b) Co-occurrence network visualization of au-
thor’s keywords. (c) Co-occurrence overlay network of author keyword. (d) Words frequency over time.

(a)

(b)

(c)

(d)
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Analysis and Co-Occurrence of Authors Keyword Over Time
The dynamics of word recurrence through time provide 
fascinating new perspectives on the changing trends and 
emphases in the area. The cumulative frequency of the 
top 10 writers' keywords is shown in Table 8 and Figure 
7d. Terms like "Machine Learning" and "Air Pollution" 
had a minimal presence in earlier years, such as 2007 to 
2011, representing a period of relatively restrained inter-
est in these subjects. However, as time goes on, particu-
larly after 2012, there is a noticeable increase in debates 
about "Air Pollution," reflecting a growing awareness of 
environmental issues. The term "Air Quality Index" be-
gan to acquire popularity in 2013, and up to 2023, its total 
mentions grew steadily. This increased trend is consistent 
with the growing initiatives to thoroughly monitor and 
effectively inform the public about air quality conditions. 
In a similar vein, the word "Air Quality" first appeared 
in 2012 and has a steady growth pattern, underscoring 
the ongoing interest in analysing and resolving problems 
linked to air quality. Around 2018, "Deep Learning" and 
"Prediction" started to become noticeable in the conver-
sation, and their combined appearances continued to 
rise over the following years. This problem reflects the 

growing use of complex methods like deep learning for 
predictive modelling. In particular, "LSTM," a specialised 
deep learning architecture, acquired popularity starting 
in 2018, indicating an increase in its use across numerous 
domains, including air quality prediction. In 2018, terms 
like "Forecasting" and "Random Forest" started gaining 
attention as well, indicating a growing interest in predic-
tive modelling techniques. It's interesting to note that the 
cumulative incidence pattern of "Random Forest" closely 
resembles that of "Machine Learning," highlighting its 
importance as a prominent strategy within the larger 
environment. In conclusion, the cumulative dynamics of 
word occurrences provide a vivid account of the evolving 
research scene across time. This story highlights how im-
portant subjects including machine learning, deep learn-
ing, air pollution, and predictive modelling have become 
the preeminent areas of study and application in the field 
of air quality research.

Analysis of Funding Agency
Organisations that are essential to advancing research and 
innovation in India are highlighted in the top 10 Indian 
funding agencies list (Fig. 8). The Ministry of Electronics 

Table 9. Top 10 most global cited documents

S. No. 
 

1 

2 

3

4 
 
 

5 

6 
 

7

8 
 
 

9 
 
 
 
 

10

Type of modelling/approach 
 

A three-layer neural network model 
with a hidden recurrent layer 

Neural network model with 
backpropagation 

ANN 

Neuro-fuzzy models 
 
 

Neural networks (NN) and multiple-
regression (MR) analysis.

Recurrent neural network model 
 

ANN-PCA 

Partial least squares regression 
(PLSR), multivariate polynomial 
regression (MPR), and artificial 
neural network (ANN)

ANN–MLP (Multi layer perceptron) 
Forecasting model 
 
 
 

TSA (Time series analysis), ANN, 
ANFIS (Adaptive neuro-fuzzy 
inference system)

Study period 
 

1997–1998 

1997–2002 

Two-year data

One-hour average CO concentration 
data have been obtained from CPCB 
for a period of 2 years, i.e., January 
2004 to December 2005

1999–2004 

January 2009–June 2010 (1.5 years) 
 

1997–2002

Fve years (2005–2009) 
 
 

Central Pollution Control Board 
(CPCB) at Sanjay Place, Agra, India 
sampled the relevant data. The 
sampling period was 18 November 
to 27 November 2013 at Sanjay 
Place, Agra (10 days)

CPCB for the year 2010–2018

Air 
pollutants 
examined 

SO2 

NO2 

NO2

CO 
 
 

O3 

CO; NO2; 
NO; O3; 
SO2; PM2.5

O3

PM10; SO2; 
NO2 

 

NO2 

 

 

 

 

NO2

Ref. 
 
 

[80] 

[81] 

[82]

[83] 
 
 

[84] 

[85] 
 

[86]

[87] 
 
 

[64] 
 
 
 
 

[88]

Location(s) 
 

Delhi, India 

Kolkata, India 

New Delhi, India

Delhi City, India 
 
 

New Delhi, India 

New Delhi, India 
 

Kolkata, India

Lucknow, India 
 
 

Agra, India 
 
 
 
 

Kolkata, India
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and Information Technology and the Department of Sci-
ence and Technology are at the top of the list, each receiv-
ing five units of funding, underscoring their dedication to 
advancing technology. With four financing organisations, 
the Council of Scientific and Industrial Research has a ma-
jor presence and is clearly supporting numerous research 
projects. Two funding units have been given to the Indian 
Space Research Organisation, highlighting its contribu-
tion to space-related research. The Ministry of Education, 
the Ministry of Health and Family Welfare, the Universi-
ty Grants Commission, the Department of Biotechnology, 
and the Ministry of Environment, Forestry, and Climate 
Change all allocate one unit of funding each to show their 

commitment to advancing various fields of research in the 
nation. Together, these funding organisations create an ac-
tive research ecosystem in India that encourages a variety of 
scientific inquiry and advancement.

Analysis of Machine Learning Techniques on Forecasting 
Air Quality
The Table 9 gives a brief summary of various air pollution 
modeling methodologies and techniques that have been 
adjusted for Indian settings. It covers study locations, air 
contaminants evaluated, and study times, offering light on 
key approaches for evaluating and forecasting air quality in 
the context of India.

Figure 8. Top 10 funding agency.

Figure 9. Trendy topics from 2016–2022.
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The Future of Research into Machine Learning in the 
Field of Air Pollution
Figure 9 displays co-occurrence network mappings 
organised by topic area or publication date to high-
light current hot topics and potential future directions 
in the study of air pollution. The analysis of trends in 
a variety of topics offers important insights into how 
research has changed over time. "Multiple Linear Re-
gression" was one of the issues that received the most 
attention, with its frequency rising from 2016 to 2020. 
This indicates that the use of linear regression models 
for multi-dimensional analysis in air quality studies is 
expanding. From 2017 to 2020, "clustering" was con-
sistently present, demonstrating a continued interest 
in combining related air quality data points for further 
study. The years 2020 to 2022 will see a clear empha-
sis on cutting-edge methods, particularly "Monitoring" 
and "Neural networks," demonstrating a heightened 
desire for precise and immediate data analysis. With a 
significant frequency of 29, the word "Prediction" ap-
pears as the prominent subject. Its prominence increases 
from 2020 to 2022, underscoring a spike in initiatives to 
forecast air quality situations using predictive models. 
Similar to how "Decision Tree" receives a lot of attention 
between 2020 and 2021, this is a reflection of its function 
in offering understandable insights into complicated air 
quality information. A critical turning point occurs in 
2020, when "Machine Learning" undergoes a dramatic 
increase in frequency and dominates the conversation 
through 2023. This highlights a paradigm shift towards 
applying machine learning methods to problems related 
to air quality. In line with this, "Air Pollution" hits its 
peak in 2020 and continues to air often through 2022, 
highlighting continuous efforts to understand and re-
duce pollution levels. From 2021 to 2023, "XGBoost," a 
well-known boosting algorithm, emerges strongly, in-
dicating its use for improving prediction accuracy. Last 
but not least, "COVID-19" becomes an important topic 
starting in 2022, showing the significance of the global 
context on air quality studies, maybe in response to the 
effects of the pandemic on environmental conditions.

CONCLUSION

Researchers can employ bibliometric analysis to con-
sider many criteria, including the productivity of the 
field, different nations, the most relevant journals, 
authors, institutions, and so on, when making deci-
sions about what and where to publish. Additionally, 
it is beneficial to examine the trends and patterns in 
publications in order to gain insight into the nature 
and productivity of a certain academic field. This re-
search endeavour pertaining to the prediction of air 
pollution through the utilisation of machine learning 
encompasses a corpus of around 326 scholarly articles 
authored by 984 scholars and disseminated throughout 
231 academic journals spanning the temporal domain 
from 2007 to 2023. Due to the significant significance 

of this area of research, it is unsurprising that there 
has been a notable increase in the number of articles 
published on these subjects since 2018, exhibiting 
an annual growth rate of 32.1%. The findings indi-
cate that prominent scholarly journals have assumed 
a prominent role in advancing the field of machine 
learning-based air pollution prediction. Notably, At-
mospheric Environment, with 263 citations; Procedia 
Computer Science, with 251 citations; Atmospheric 
Pollution Research, with 233 citations; and Air Qual-
ity, Atmosphere, and Health, with 93 citations, have 
emerged as key contributors in this area of research, 
as evidenced by their respective Total Citation Index 
scores. Jadavpur University, with its 12 articles, and 
IIT Delhi, with its 10 articles, are widely regarded as 
two of the most prestigious academic institutions in 
India. Singh Kp's (2013) essay titled "Atmospheric 
Environment" holds the highest position on the list, 
having accumulated a total of 134 citations. The Min-
istry of Electronics and Information Technology, along 
with the Department of Science and Technology, each 
earn a total of five units, which serves as a clear indi-
cation of their dedication and support towards the ad-
vancement of technology. The findings of the authors' 
analysis indicate that machine learning, air pollution, 
and air quality index are the most frequently occur-
ring keywords in the keyword co-occurrence network 
mappings, with 127, 78, and 41 occurrences, respec-
tively. The inclusion of phrases such as "air pollution," 
"machine learning," and "air quality" in our Scopus 
database search queries indicates that these topics are 
frequently examined in scholarly investigations per-
taining to machine learning-driven predictions of air 
pollution. One of the emerging concepts in this field 
that indicates potential future advancements is the in-
tegration of XGBoost, neural networks, and machine 
learning techniques. However, there remain certain 
gaps that require completion. The necessity for further 
comparative studies in the aforementioned nations 
that are now underrepresented is arguably of utmost 
significance. Due to the extensive body of literature on 
the subject of air pollution prediction research and the 
inherent limitations of relying on a single database to 
offer a comprehensive overview of a research domain 
that holds substantial global significance, it is worth-
while to explore alternative avenues for investigation. 
These may include the integration of the two primary 
bibliographic databases, namely Web of Science (WoS) 
and Scopus, or the utilisation of supplementary data-
bases. This paper aims to provide professionals, schol-
ars, and worldwide policymakers with an understand-
ing of the current status of the "air pollution prediction 
using machine learning" field while also highlighting 
certain areas that necessitate further investigation. 
This review offers a comprehensive guide for writers, 
reviewers, and journal editors to consider while con-
templating their future work, its value, and the various 
challenges that may arise in the publication process.
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